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A B S T R A C T   

Snow is a fundamental component of the climate system. It is also an important part of the planet’s hydrological 
cycle. Accordingly, the investigation of its light scattering properties is essential for remote sensing applications 
employed in the estimation of changes in the current amount of snowpack. These wide-scale environmental 
changes are key indicators of future climate events affecting global sustainability. Viewed in this context, 
computational simulations of light interactions with snow can be used to increase the effectiveness-to-cost ratio 
of remote sensing initiatives in this area. More specifically, by enabling a controlled assessment of the effects of 
snow granular structure and composition parameters on its light reflection and transmission profiles, these 
simulations can be instrumental in the high-fidelity interpretation of data remotely acquired from snow-covered 
landscapes that pose sizable challenges for field work. In order to contribute to these interdisciplinary research 
efforts, this paper presents a novel light transport model for snow that can predictively simulate the spectral and 
spatial distributions of light interacting with this ubiquitous particulate material. While the former radiometric 
responses are quantified in terms of hyperspectral reflectance and transmittance, the latter are quantified in 
terms of BSDF (bidirectional scattering distribution function). The proposed model employs a first-principles 
simulation approach that accounts for the positional dependence of the scattered light in the quantification of 
its spatial distribution. Thus, this distribution can also be expressed in terms of BSSDF (bidirectional surface- 
scattering distribution function). The predictive capabilities of the proposed model are quantitatively and 
qualitatively evaluated by comparing modeled results with measured data obtained from in situ experiments and 
phenomenological traits reported in the literature, respectively.   

1. Introduction 

Snow is a granular material composed of ice crystals. Grains are 
typically millimeter or submillimeter in size. The grains can be smooth 
and round, faceted and crystalline, or may possess dendritic (branching) 
features (Fierz et al., 2009). The volume fraction of space between the 
grains is known as the pore space. This space is composed of air, and 
often to a lesser extent, water. 

The study of light transport through snow grains is a complex 
problem with numerous applications in remote sensing. The high 
reflectance and insular properties of snow make it a fundamental 
component of the climate system for the cryosphere (Barry, 1985). Snow 
is also an important part of the hydrological cycle delivering potable 
water in snowmelt-dominated regions. Global surface temperature 
changes alter the seasonality of meltwater run off, thus affecting the 
temporal availability of fresh water (Barnett et al., 2005; Metsämäki 
et al., 2018; Han et al., 2019). In addition to environmental factors, 

modeling the electromagnetic radiation interactions with snow has 
pragmatic applications such as determining snow’s effect on sensitive 
equipment (Wang et al., 2005). Accurate measurements of snow 
reflectance are required in order to gain valuable insights into these 
areas, and these measurements are subject to various properties of snow. 
In situ measurements of snow are costly and not without issues (Kinar 
and Pomeroy, 2015). Furthermore, inhospitable regions also need reg
ular seasonal measurement via remote sensing techniques. A detailed 
knowledge of how light interacts with snow grains is essential to facil
itate accurate interpretation of the resulting remote sensing data. The 
effects of the various features of deposited snow on its spectral reflec
tance can be appropriately studied using an in silico (computer simula
tion) investigation approach. The application of this approach in the 
analysis of the interaction between electromagnetic radiation and water- 
ice grains can accelerate the understanding of the causal attributes of 
snow reflectance since each parameter can be varied individually. By 
comparison, in situ field experiments are subject to multiple 
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simultaneous parameter changes due to environmental factors. Simi
larly, manufacturing artificial snow grains is time consuming and costly, 
and precise traits are still subject to temporal metamorphism (Colbeck, 
1982, 1997). In silico simulations can also be employed to provide a 
complementary data source for testing analytic models by providing 
data with good angular sampling that may not otherwise be readily 
available (Ding et al., 2019). 

To date, a number of geophysical works on the modeling of light 
interactions with snow have focused on simulating single scattering 
events elicited by individual grains. This is then used as an input to a 
larger analytic theory (Bohren and Barkstrom, 1974; Bohren, 1983; 
Yang and Liou, 1996; Grundy et al., 2000; Jin et al., 2008). Others have 
used tomographic scans of snow either as the basis of, or as inspiration 
for, a multiple scattering model (Kaempfer et al., 2007; Bänninger et al., 
2008; Haussener et al., 2012; Xiong and Shi, 2014, 2017, 2018; Xiong 
et al., 2015). Finally, other works have employed a ray tracing technique 
based on geometrical (ray) optics (Born and Wolf, 1999), henceforth 
referred to simply as ray tracing, to investigate multiple scattering by 
simulating photon paths through a large collection of objects that are 
meant to represent snow grains. These shapes include hemispherically- 
capped cylinders (Kaempfer et al., 2007), cubes, hexahedra, cylinders, 
hyperboloids and combinations thereof (Picard et al., 2009). Multiple 
scattering models are more complex. However, they are able to capture 
angular effects of reflection (Dozier and Painter, 2004). Current multiple 
scattering approaches that model individual grains are limited by the 
vast quantity of grains that must be stored, sorted and retrieved. 
Whereas models that employ data acquired from a tomographic scan 
(Kaempfer et al., 2007) are limited to the study of the specific sample. 

Geometric optics have been successfully employed for the study of 
particulate materials other than snow such as sand-textured soils 
(Kimmel and Baranoski, 2007). It has been noted that there are simi
larities between granular materials, such as soil and snow, when 
considering scales sufficiently larger than the wavelength of light 
(Mishchenko et al., 1999; Bänninger and Flühler, 2004). Indeed, 
knowledge of the mineralogical similarities between ice crystals and 
other minerals dates back to the twelfth century (Needham and Lu, 
1961). 

In this work, we present a novel light transport model for snow, 
henceforth referred to as SPLITSnow (SPectral LIght Transport in Snow). 
It builds upon a proven first-principles approach previously used to the 
simulate light interactions with sand-textured soils (Kimmel and Bar
anoski, 2007). This approach accounts for a wide variety of physical 
phenomena exhibited by granular materials via the stochastic genera
tion of grains on the fly throughout the simulation process. While other 
multiple scattering models that employ ray tracing geometric optics are 
constrained by the computer memory and the computational complexity 
of managing a large dataset of grains, this stochastic approach makes use 
of a single grain at a time. Thus, even semi-infinite samples are within 
reasonable computational limits without requiring expensive hardware 
resources. Furthermore, the stochastic generation of surface properties 
allows for detailed modeling of complex geometries without the 
requirement to store these primitive shapes. The proposed model can 
predictively simulate the spectral and spatial distributions of light in
teractions with snow. The spectral radiometric responses are quantified 
in terms of hyperspectral reflectance and transmittance, whereas the 
spatial radiometric responses are quantified in terms of scattering dis
tribution functions. 

The BSSRDF (bidirectional surface-scattering reflectance-distribu
tion function) encapsulates the geometric reflectance properties of a 
material Nicodemus et al. (1977). A first-principles approach, such as 
the one employed in the proposed framework, is capable of capturing 
these geometric reflectance outputs. However, for many applications, 
the exit location parameters are not employed. For these circumstances 
where the scattering function does not depend upon the location of 
exitance, and the area of irradiance is relatively large, then only the 
directional components can be considered, yielding the BSDF (Bartell 

et al., 1981). If only the reflected portion of the BSDF is of concern, it can 
be expressed in terms of the BRDF (bidirectional reflectance distribution 
function). Similarly for the transmitted portion, it can be expressed in 
terms of the BTDF (bidirectional transmittance distribution function). 

Snow reflectance is known to be affected by morphological changes 
within the accumulated snowfall (Lyapustin et al., 2009). As snow ages, 
a decrease in overall reflectance can be observed, in part due to an 
overall increase in grain size (Wiscombe and Warren, 1980; Barry, 
1985). In addition to grain size, there are several other parameters that 
may have an impact. 

Grain size is the most studied parameter, as it is known to be a sig
nificant contributor to reflectance. As the grain size increases, absorp
tion increases and reflectance decreases. Thus, the effect grain size has 
on transmittance is complex. Kokhanovsky et al. (2020) observed that 
transmittance may either increase or decrease, depending upon the 
wavelength. For the snow grain sizes and wavelengths considered in this 
work, an increase in grain size will decrease reflectance (Nakamura 
et al., 2001) and increase transmittance (Bänninger and Flühler, 2004; 
Ciani et al., 2005). In particular, sensitivity to grain size in the near 
infrared (700–1300 nm) has been used in remote sensing applications 
(Nolin and Dozier, 1993, 2000) to estimate the effective grain size 
(Grenfell and Warren, 1999) of the accumulated snowfall, commonly 
referred to as the snowpack. However, other factors also contribute to 
reflectance. For example, a significant amount of light is absorbed by 
water in the near infrared domain (Hale and Querry, 1973), which re
duces the amount of reflected light (Green et al., 2002). Even dry snow is 
active thermodynamically, which induces morphological changes on the 
snow grains (Colbeck, 1982, 1997). 

Reliable approximations to spectral reflectance (Nicodemus et al., 
1977) can be obtained by models that represent grains as spheres and 
only account for grain size. However, when the angular dependence of 
reflectance is investigated, then more complex grain shapes should be 
incorporated (Dozier and Painter, 2004; Kokhanovsky and Zege, 2004). 
In particular, precipitating snow is known to have more crystalline 
features. Over a period of days, vapor pressure gradients within the 
snow erode the facets, and the grains become a rounded prolate spheroid 
(Colbeck, 1982). Thus, the age of the snow affects the directional 
reflectance. 

The remainder of this paper is structured as follows. A summary of 
related works is presented in Section 2. The proposed SPLITSnow model 
is described in Section 3. The evaluation framework employed in this 
research is then detailed in Section 4, with a discussion of in silico 
experimental results to follow in Section 5. Concluding remarks and 
directions for future work are outlined in Section 6. To facilitate the 
reader’s understanding of the logical framework of this research, the 
technical objectives are outlined in Fig. 1. 

2. Previous work 

This section provides an overview of representative works on the 
modeling of snow reflectance using stochastic ray tracing methods, 
rather than deterministic methods employed to numerically solve 
related differential equations such as the DISORT model by Stamnes 
et al. (1988). The development of snow reflectance models is described 
in a manner that highlights the evolution of the various efforts over the 
previous few decades. The focus of this overview is on models primarily 
suitable for simulations of light interactions with snow in the visible and 
infrared domains. The reader interested in modeling efforts in the mi
crowave domain is referred to a comprehensive work in this area by 
Picard et al. (2018). 

We begin by identifying initial attempts to model snow reflectance 
using single scattering of spheres combined with analytical theory. Next, 
a selection of single-scattering models that made use of non-spherical 
shapes are presented, before continuing with multiple scattering 
models. These are subdivided into two categories: those based on a 
volume of modeled snow grains, and those that are based on 
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tomographic scans of snow. 
Due to computational time and memory limitations, many initial 

works focused on single-scattering and used the computed results as a 
phase function (Bohren and Huffman, 1983) to supplement a more 
complex, theoretical analysis. This archetypal method was demon
strated early by Bohren and Barkstrom (1974). Assuming a mono
directional source beam of radiation, they computed the single- 
scattering phenomenological coefficients required for an application of 
the Mie theory (Bohren and Huffman, 1983) using a single transparent 
sphere. Later, this was extended to account for snowpack depth to 
demonstrate a preferential absorption of longer wavelengths in the 
visible region (Bohren, 1983). 

A transformative step in the paradigm was to consider nonspherical 
crystal shapes. Yang and Liou (1996) computed the phase function of 
hexagonal crystals using ray tracing, and compared its results to those 
obtained by using the finite difference time domain method (Gedney, 
2011) on a similar crystal shape. The geometric ray tracing method was 
used for the near field and then transformed to the far field using a novel 
intensity mapping algorithm. This allowed them to extend their hybrid 
method to efficiently compute single-scattering albedo for small 3D ice 
crystals, that were close to the FDTD results. Grundy et al. (2000) per
formed a single-scattering simulation for arbitrary polygonal meshes. 
They focused on computing the single-scattering albedo, phase function, 
polarization and radiative transfer near the grain. They were also able to 
find an analytical approximation to the single-scattering phase function, 
using particle size, aspect ratio, and roughness as parameters. Recog
nizing the limitations of using “equivalent spheres” (Grenfell and War
ren, 1999), Jin et al. (2008) investigated a variety of shapes and the 
effect that their different scattering phase functions had on bidirectional 
reflectance. They compared spheres, plates, column crystals and ag
gregates of columns. The results of these single-scattering simulations 
were input into a radiative transfer model and compared with measured 
data at 870 nm. This wavelength was chosen to avoid the influence of 
soot and liquid water content. A good agreement was obtained between 
the measured snow sample, and the simulated snow structure, thus 
demonstrating the degree of fidelity (Gross, 1999) that can be achieved 
by in silico investigations. 

Barkstrom (1972) was an early advocate for multiple scattering 
models. His work used sphere-shaped snow grains to provide a quanti
tative argument to consider multiple scattering effects. Wiscombe and 

Warren (1980) provided an analytic model, based on Mie theory, that 
used the delta-Eddington approximation (Joseph et al., 1976) to account 
for multiple scattering. Their model also used spherical snow grains. 

A number of attempts have since been made to simulate the 3D 
structure of snow grains in order to reproduce multiple scattering ef
fects. These efforts focused on modeling the three dimensional structure 
of snow samples and then applying ray tracing to compute the scattering 
profiles. Kaempfer et al. (2007) tested two different snow representa
tions. Their first attempt consisted of filling a volume with 
hemispherically-capped cylinders. This allowed for the testing of pa
rameters such as grain size and pore space. Their second attempt 
recreated the microstructure of snow using an X-ray micro-tomography 
scan. This did not allow for parameter tuning. Instead, it provided a 
reconstructed representation of a particular snow sample. Bänninger 
et al. (2008) also used tomograph data to investigate biconical reflec
tance of snow with similar results, and found good agreement between 
measured and simulated reflectance. While Haussener et al. (2012) used 
tomograph data to develop a method for determining snow optical 
properties. Interestingly, their study provided evidence that employing a 
simplified morphology in a radiative transfer model will introduce sig
nificant errors in the visible and near infrared. The SnowRAT model 
developed by Picard et al. (2009) extended the filled volume strategy 
using a variety of different grain shapes such as spheres, hexahedra, 
cylinders and hyperboloids. These shapes, and aggregations of these 
shapes, were tested for their reflectance properties. In particular, the 
effect of snow grain shape on the specific surface area (SSA) to albedo 
relationship was investigated at 1310 nm. They demonstrated that, for 
example, cubic grains reflected approximately 40% more than spherical 
grains with the same SSA. Addressing the lack of readily available to
mography data for snow, Xiong and Shi (2014) generated a Gaussian 
random field with a qualitatively similar structure to a tomograph 
(Xiong and Shi, 2014, 2017; Xiong et al., 2015). This structure was 
divided into ice and air by selecting a threshold value. Xiong and Shi 
(2018) later developed an algorithm to successfully determine snow SSA 
using their model. 

In addition to the above, a multilayer model that investigated in
homogeneity of snowpack was implemented by Zhou et al. (2003). They 
determined that in the near infrared, a thickness of 5 cm is enough to be 
treated as semi-infinite. However, in the visible, a much larger depth is 
required. 

The models discussed thus far have addressed the reflectance of dry 
snow. This impacts the results of the models since the optical properties 
of water differ from those of pure ice forming snow. In particular, the 
locations and magnitude of the extrema in the extinction coefficient 
(also known as the imaginary part of the complex index of refraction 
(Bohren and Huffman, 1983)) can vary between the two (see Fig. 5 in 
Section 4). The overall spectral reflectance is affected because snow may 
contain some water content, either as a vapor or in liquid form (Colbeck, 
1982, 1997). 

Using Mie theory, Green et al. (2002) attempted to determine the 
effect that water has on reflectance. In particular, they focused on the 
local minima in the extinction coefficients for ice and water which occur 
at 1030 nm and 980 nm, respectively. They demonstrated a shift of the 
absorption features centered at 1030 nm toward shorter wavelengths by 
representing snow grains as water-coated spheres. 

Finally, it is worth noting that the importance of research initiatives 
for properly accounting for multiple scattering within snow deposits 
transcends spectral domains. For instance, Picard et al. (2018) has 
recently remarked that accurate simulations of microwave interactions 
with snow on the ground would require more advanced scattering 
models, which, in turn, would demand full three-dimensional repre
sentations of snowpack microstructure. 

3. Light transport model 

This section describes the formulation of the proposed model, 

Fig. 1. Diagram illustrating the technical objectives outlined in subsequent 
sections of this work. First, the various components of the light transport model 
are presented. Second, the evaluation framework is discussed. Third, various in 
silico experimental results are presented that illustrate the predictive nature of 
the model. 
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SPLITSnow. Section 3.1 provides an overview of the model. Details 
about the stochastic generation of individual grains are provided in 
Section 3.2. In Section 3.3, the simulation of light interactions with in
dividual grains using geometric optics is described. Finally, light trans
port through the interstitial medium is discussed. 

3.1. Overview 

The proposed model employs a first-principles simulation approach. 
This approach is implemented using an algorithmic formulation based 
on the application of Monte Carlo methods (Hammersley and Hands
comb, 1964) and ray optics concepts (Born and Wolf, 1999) as sche
matically depicted in Fig. 2. A light ray (or more concisely, a ray) 
travelling at a specific wavelength is directed toward the sample from 
the illumination source. The sample is bounded by both upper and lower 
planes. Within these planes a sequence of grains is instantiated and 
discarded, keeping only the currently active grain stored in memory. In 
the diagram depicted in Fig. 2, the black grain is the current one being 
examined by the simulation. The faded grains with solid outlines were 
completed and have been discarded. The faded grains with dashed 
outlines have yet to be instantiated. All grains are instantiated as 
needed, and their properties are all determined stochastically. This 
process is repeated to ensure the convergence of the radiometric quan
tities being estimated (Baranoski et al., 2001; Krishnaswamy et al., 
2004). 

Fig. 3 provides a high-level overview of the decision tree that a ray 
undertakes when interacting with the material. The incident ray is the 
input to the system. The first task is the process of particle generation. 
After particle generation, the ray is interacted with the pore space. This 
may entail the space between two particles, or the space between a 

particle and the material boundary. If a newly generated particle is 
outside of the material boundary, then the ray interacts with the 
boundary, rather than the particle. Otherwise, the ray interacts with the 
particle. 

As light first enters the sample, a random distance, d, to the first grain 
is computed by using: 

d = − dln(ξ) (1)  

where d is the mean distance between grains, ln is the natural logarithm, 
and ξ is a uniformly distributed random variable in the range of (0,1). 
The mean distance between the grains is computed from the specified 
density, D, which is a model parameter. Technical details describing the 
method of computing the mean distance from density are provided in 7. 

Once a distance is chosen, a grain and its geometric properties are 
then generated. These properties include the major and minor sphe
roidal axes, the entry point on the grain, and the normal vector at the 
intersection point. The grain is spatially translated so that the ray strikes 
the point of intersection precisely. These properties are all determined 
using specific probability distributions, which are discussed in Section 
3.2. The ray is then refracted or reflected using the Fresnel coefficients 
(Pedrotti and Pedrotti, 1993) as the probability of success in a Bernoulli 
trial (Wasserman, 2004). 

If the ray is reflected, then the grain is discarded. At this point, a new 
distance to the next grain is chosen using Eq. (1), and a another grain is 
generated with new properties using the same probability distributions. 
In addition, an interstitial medium is also selected probabilistically. The 
percentage of pore space that is composed of water is specified as a 
simulation parameter, and this percentage is used as the probability of 
success in a Bernoulli trial. In this way, the pore space is represented as 
either water or air by the SPLITSnow formulation. 

If the light enters the grain, then it is refracted using the grain’s index 
of refraction and extinction coefficient (Born and Wolf, 1999). These 

Fig. 2. Diagram illustrating the traversal of a ray through a given snow sample 
using the stochastic approach employed by the proposed model. After a ray 
enters the sample at the point Xi, a sequence of grains is randomly generated. 
Each grain is modeled as a prolate spheroid whose geometric properties are 
selected stochastically. The distance between grains, d, is also chosen at random 
based on the specified sample density, D. Grains that have been traversed are 
shown with a solid outline. Grains that have yet to be instantiated are shown 
with a dashed outline. Only one grain is required to be stored in memory at a 
time. This grain is shown with a solid black outline. To simulate the grains’ 
facets, their normal vectors are perturbed using an appropriate probability 
distribution. Air is the default interstitial medium between grains. In this work, 
water may be used as a second medium. The fraction of pore space that is made 
up of water is specified as a model parameter. The presence or absence of 
interstitial water is decided using the water fraction as the probability. The 
ray’s traversal is completed when it exits the sample at the point Xr. Alterna
tively, it can be terminated by an absorption event within the sample. 

Fig. 3. Flow chart depicting the high-level decision tree that a ray undertakes 
when interacting with snow grains. Note the repetitive nature of the decision 
tree, whereby particles are generated on demand until the ray is either absor
bed, or exits the material. 
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(spectral) wavelength dependent quantities have distinct values for ice 
and water. The stochastically generated surface normal vector is used 
with these values to compute the ray’s direction within the grain. Once 
within the grain, the ray may be transmitted or absorbed. To determine 
whether or not the ray is absorbed by the grain, the length traveled to 
the exit point and the grain’s extinction coefficient are used to compute 
the probability in another Bernoulli trial. Should the ray be absorbed, it 
is discarded and a new ray is cast from the source. Otherwise, the ray 
reaches the exit point of the grain and Fresnel’s laws are used once again 
to determine if the ray is internally reflected or refracted into the me
dium. A new normal vector is stochastically generated at the potential 
exit point for this purpose. 

Internal reflection may continue until the ray is absorbed or exits the 
grain. In the former case, the grain is discarded. In the latter case, Eq. (1) 
is used to compute the distance to the next grain, and an interstitial 
medium is again probabilistically chosen. It is possible for the interstitial 
medium to absorb the ray. The distance and the extinction coefficient of 
the selected interstitial medium are used to probabilistically determine 
whether this occurs. 

Should the ray reach either the upper or the lower bounding plane, 
then its position and direction of exitance are used to compute a BSDF 
reading. These readings are the outputs of the simulation. In this work, 
no boundaries are imposed on the horizontal dimensions. Consequently, 
samples are infinite in the x and y dimensions, but finite in the z-axis 
(depth). 

There are a number of computational advantages to this approach. 
First, the amount of in-memory storage is drastically reduced since only 
one grain is kept at a time. However, eliminating the computational 
costs of traversing a complex search space provides an even greater 
benefit. Previous multiple scattering models required the storage of a 
multitude of grains. The real cost of this approach comes from searching 
through this set for the nearest grain. This requires computing the 
intersection of each grain with each ray, which can quickly become 
intractable. By contrast, the SPLITSnow stochastic approach only re
quires a small number of calls to a random number generator. A 
disadvantage of this approach is that once a ray exits a grain, it will 
never have the opportunity to interact with that grain again since it has 
been discarded. However, the computational efficiencies outweigh this 
consequence since the purpose is to aggregate the result of numerous 
samples for the purpose of Monte Carlo integration, and since macro
scopic details are not modeled. 

3.2. Grain generation 

The SPLITSnow formulation is not dependent upon any particular 
grain shape. In this work, prolate spheroids are employed for consis
tency with the literature on snow deposits subject to morphological 
changes over time (Colbeck, 1982, 1997), commonly referred to as 
faceted rounded particles (Fierz et al., 2009). As described below, the 
SPLITSnow formulation allows crystalline features to be added to the 
spheroids in the form of microfacets (Torrance and Sparrow, 1967; Cook 
and Torrance, 1982). This representation allows for a variety of 
morphological ages to be investigated, which are more prevalently the 
object of geophysical investigations. 

The geometric properties of each grain are generated stochastically 
(see Fig. 4). These properties include the size, shape, location and the 
microfacet at the point of intersection. The values assigned to the grains’ 
optical properties, such as the index of refraction and the extinction 
coefficient for ice, were obtained from datasets available in the litera
ture. The sources of these datasets are provided in Section 4. 

The grain’s semi-major axis, b, is a random variable with a uniform 
probability distribution that allows for a configurable range. Its sphe
ricity, Ψ, is also a represented by a random variable based on a proba
bility distribution suggested by Vepraskas and Cassel (1987). Inscribed 
circle sphericity (Riley, 1941) relates the overall shape of the grain to a 
perfect sphere. For a perfect sphere, Ψ is equal to one. Low values of Ψ 

lead to the generation of shapes that have a high eccentricity. The semi- 
major and semi-minor axes are related to Ψ through the following 
formula: 

Ψ =

̅̅̅
c
b

√

(2) 

Eq. (2) can then be used to compute the semi-minor axis, c, from b 
and Ψ. 

The orientation of the grain is stochastically chosen by uniformly 
selecting a point on the unit sphere and orienting the semi-major axis 
toward this point. The point of intersection with the grain is also 
distributed uniformly on the surface of the grain. However, it is 
restricted so that it must be facing the direction of the incoming ray. The 
grain is then repositioned so that the incoming ray strikes it at the sto
chastically selected point. Due to the stochastic nature of this process, it 
is possible that a grain is partially outside of the sample material 
boundaries when close to the upper or lower bounding planes. When this 
occurs, the grain is rejected and a new one is generated. 

3.3. Light and grain interactions 

When a propagating ray travelling at a wavelength λ interacts with a 
grain, it is probabilistically reflected or refracted based on the spectrally- 
dependent Fresnel coefficients (Pedrotti and Pedrotti, 1993). Therefore, 
to simulate the faceted features of a morphologically young ice crystal, 
its normal vector is perturbed at its faceted surface, as depicted in Fig. 4 
(a), using a stochastic approach. More specifically, Fig. 4(a) shows the 
intersection point, Xi, on the surface of the spheroid. For the local area 
surrounding Xi, a new normal vector to the surface is stochastically 
generated as described below. This keeps the overall grain size consis
tent while allowing for more faceted forms. The result of this approach is 

Fig. 4. Generated geometric properties of a grain. Diagram (a) depicts its axes 
and a stochastically selected intersection point on its surface. The semi-major 
axis, b, is chosen at random based on a uniform distribution. The semi-minor 
axis, c, is a function of b and the inscribed circle sphericity, Ψ, which is also 
a random variable (see Eq. (2)). The orientation of the semi-major axis is 
determined by selecting a uniformly distributed point on a sphere and orienting 
the axis in the direction of that point. The intersection point on the grain, Xi, is 
uniformly distributed on the spheroid. However, it is restricted to the side 
facing the incoming ray. The location of the grain is adjusted to ensure that Xi 
intersects the ray. The local origin of the grain is represented by the red axes, 
and the orange dashed line represents the particle’s translation so that the ray 
intersects the grain at Xi. At Xi, the angle of the normal vector away from the 
orthogonal direction is perturbed using a normally distributed random variable. 
Diagram (b) illustrates how the surface details are represented as microfacets, 
which are associated with their specific normal vectors. 
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portrayed graphically in Fig. 4(b). 
For a normal vector, n→, of the spheroid at hand, a perturbed normal 

vector, n→’, is computed using a random variable, ξ, that is normally 
distributed with a mean of zero by the formula: 

n→⋅ n→’ = 1 − ∣ξ∣ (3) 

The standard deviation of the normal distribution is defined as: 

σ =
F

2
(4)  

where F represents facetness, a tunable model parameter. More pre
cisely, a facetness of zero yields a perfectly smooth spheroid. Using this 
stochastic method, both faceted crystals and rounded grains are repre
sented efficiently, without the computational overhead of directly ac
counting for complex details on the grain’s surface. 

Fresnel coefficients are then used to determine the probability of 
reflection. A Bernoulli trial is performed using this probability to 
determine success. Upon success, the ray is reflected into a stochastically 
chosen interstitial medium (see Section 3.4). Otherwise, the general 
form of Snell’s law that makes use of both the grain’s index of refraction 
and the extinction coefficient is used to determine the ray’s angle of 
refraction into the grain (Born and Wolf, 1999). 

We remark that ice crystals are known to be only slightly birefringent 
(Warren, 1984), and that their index of refraction does not vary signif
icantly with their orientation. Furthermore, to the best of our knowl
edge, the existing hyperspectral refractive index datasets provided in the 
literature for the wavelengths under investigation (e.g., Warren and 
Brandt (2008)), do not provide data for parallel vs. perpendicular ori
entations of electromagnetic waves through ice. As a consequence, po
larization effects are not accounted for in the current formulation, and 
are left for future study. 

Diffraction effects are also not considered since the wavelengths of 
light used in this investigation are considerably shorter than the sepa
ration between the snow grains. The maximum snow density considered 
in this work is 450 kg m− 1. Choosing this density yields the smallest 
mean distance between snow grains, which computes to roughly 4.3 ×
10− 4 m. (See 7.) The longest wavelength of incident radiation consid
ered in this work is 2500 nm, or 2.5 × 10− 6 m, which is two orders of 
magnitude smaller than the smallest mean distance. Furthermore, the 
grain shapes considered are spheroidal, and thus the apertures between 
grains generally do not form rectangular patterns with the aperture 
lengths being significantly greater than their widths — a geometry 
which is commonly associated with diffraction effects (Pedrotti and 
Pedrotti, 1993). 

Within the snow grain, the possibility exists that the ray will be 
absorbed. The probability of absorption depends upon the length of the 
path the ray travels through the grain. The exit point out of the grain is 
computed geometrically as a ray-object intersection. The distance 
traveled within the grain, d, along that path is thus computed as the 
length along the ray between the point of incidence and the point of 
(potential) exitance. The probability of absorption, a, is a function of this 
distance, and it is given by: 

a(λ) = e− α(λ)d (5)  

where the absorption coefficient is computed as: 

α(λ) = 4πk(λ)
λ

(6)  

with k(λ) representing the extinction coefficient at the wavelength λ for 
ice (Bohren and Huffman, 1983). 

3.4. Light propagation through the interstitial medium 

When the ray is propagated through the interstitial medium, either 

because it has been reflected off a grain, or because it has exited a grain, 
the optical effects of the interstitial medium must be taken into account. 
The SPLITSnow formulation allows for any number of media to be 
present in the interstitial (pore) space between grains. However, for the 
purpose of simulating light interaction with snow, only two media are 
considered. These are water and air. 

The default interstitial medium between the snow grains is air. The 
fraction of pore space that is made up of water is specified as a model 
parameter. When the ray enters the pore space, the presence or absence 
of water is decided using the water fraction as the parameter of success 
in a Bernoulli trial. If water is chosen, then the entire pore space up to 
the next grain is assumed to be water. Otherwise, the entire pore space is 
assumed to be air. 

The distance to the next grain, d, is stochastically determined using 
Eq. (1) as described in Section 3.1. Similar to a ray interacting with a 
grain, a ray traversing the interstitial medium may be absorbed within 
it, with the probability of absorption being also computed using Eq. (5). 
If the ray is absorbed, then a new ray is cast and the process begins again. 
Otherwise, a new grain is generated as described in Section 3.2. The 
index of refraction and the extinction coefficient of the current medium 
are used when computing the Fresnel coefficients and employing Snell’s 
law to obtain the direction of propagation of rays interacting with in
dividual grains (Section 3.3). 

4. Evaluation framework 

As mentioned earlier, models based on different design approaches 
(e.g., deterministic or stochastic) can be used in the analysis of data 
obtained through in situ experiments. For instance, to complement their 
analysis, Gergely et al. (2010) used the DISORT model first presented by 
Stamnes et al. (1988) to complement their analysis of the relationship 
between transmittance and snow specific surface area. Also, it is not 
unusual to compare predictions provided by new models with simulated 
readings obtained using existing models, particularly when reliable 
ground truth data is not available. We remark that reliable measured 
radiometric data for snow, albeit from a moderate number of sources, is 
available in the literature. Moreover, comparisons of results provided by 
different models may be more susceptible to biases associated with the 
assumptions considered in the design of those models. For these reasons, 
we believe that, as in any effort in physical sciences, the ground truth to 
be used in the evaluation of a novel light transport model should be 
actual experimental data. Accordingly, we have elected to evaluate the 
predictions made by the proposed stochastic SPLITSnow model through 
quantitative and qualitative comparisons with measured data and 
experimental observations reported in the literature, including the 
dataset provided by Dumont et al. (2010). In this section, we describe 
the framework used to carry out these comparisons. 

4.1. Virtual measurement procedures 

As discussed in Section 3, an in silico experiment is executed by 
casting rays into a digital representation of the selected snow sample. 
Once the ray has escaped from the sample, the exitance details are 
recorded using a virtual goniophotometer (Krishnaswamy et al., 2004). 
With this procedure, the hemispherical radiometric responses resulting 
from light interactions with the snow grains are quantifiable in terms of 
BSSRDF since all geometric values, including positions, of the incidence 
and exitance points are known. To enable comparisons with BRDF data 
reported in the literature, the separation between incidence and exi
tance points can be assumed to be negligible so that the model pre
dictions can also be expressed in terms of BRDF (Nicodemus et al., 
1977). 

Considering the directional outputs of the simulation, the sensor of 
this virtual goniophotometer is divided into regions of equal solid angle. 
Since the incident ray is directional, a directional-conical reflectance 
experiment is undertaken with this type of virtual device. At each de
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tector, the ratio of rays observed to rays cast is divided by the projected 
solid angle, yielding the BRDF (and, by analogy, the BTDF). By 
decreasing the solid angle of the virtual collectors, better approxima
tions to the true BRDF are achieved at the expense of additional 
computational cost. Thus for each wavelength, λ, the BRDF is numeri
cally computed as follows: 

fr(θi,ϕi; θr,ϕr; λ) =
nλ(θrϕr)

Nλ
⋅

1
Ωr

[
sr− 1] (7)  

where nλ(θr,ϕr) is the number of rays striking the collector in the re
flected direction on the virtual goniophotometer, Nλ is the total number 
of rays cast, Ωr is the projected solid angle of the collector, and (θ,ϕ) 
represent the locations in spherical coordinates. 

Directional-hemispherical reflectance is a variation of the 
directional-conical reflectance where the entire upper hemisphere is 
used as a single detector. Thus, the sum of the contributions of each 
detector is equal to the sum for the total upper hemisphere. Hence, the 
directional-hemispherical reflectance can be numerically computed as: 

ρ(θi,ϕi; λ) =
1

Nλ

∑

θ,ϕ

nλ(θr,ϕr)

Ωr
=

nλ

πNλ
(8)  

where nλ is the total number of reflected rays in all directions of the 
upper hemisphere. 

4.2. Material characterization data 

For evaluation purposes, several model parameters are subject to 
variation. These include grain size, facetness and density. More specif
ically, in silico experiments are conducted by varying the individual 
parameters, which are assessed against the expected effects on reflec
tance and transmittance as reported in the literature. 

In addition to snow grain characterization, we also investigated the 
effects of water content, as it has an application in determining near- 
surface water saturation of snowpack for remote sensing (Green et al., 
2002; Dozier and Painter, 2004). We also considered geometric aspects, 
including snowpack depth, and the angles of incidence and exitance. 
Each experiment is hyperspectral in nature so that a thorough dataset of 
results is accumulated to be analyzed. 

Grain size is the most predominantly studied snow grain character
istic discussed in the literature since it has a significant effect on 
reflectance (Nolin and Dozier, 1993, 2000; Nakamura et al., 2001; Green 
et al., 2002; Jin et al., 2008; Lyapustin et al., 2009). As grain size de
creases, reflectance is known to increase (Bohren and Barkstrom, 1974; 
Nakamura et al., 2001). However, additional snow grain characteristics 
are utilized to achieve a better fit with the measured reflectance data of 
snow samples. For example, we conducted experiments to determine the 
set of parameter values required to match reflectance measurement 
values reported in the literature by Dumont et al. (2010). The model 
parameter values employed to obtain these results are presented in 
Table 1. The parameter values specified in Table 1 were determined by 
iteratively exploring the model parameter space. Values in the top 
portion of the table represent those that were explored experimentally to 
achieve the closest congruence with measured data. Values in the lower 
section of the table were directly stated by Dumont et al. (2010). In our 
simulations, we considered a spectral resolution of 10 nm, which is 
sufficient to describe spectral features present in the actual measured 
data captured using a coarser resolution. We also investigated similar 
spectrometric trends regarding transmittance and qualitatively 
compared the results to trends that are reported in the literature. 

We also investigated the effect of model parameters on BRDF trends. 
We qualitatively compared predictions made by changes in grain size 
and facetness with trends that have been reported in the literature. In 
addition to this, we test the effect of varying the angle of incidence and 
the wavelength of the illumination source. The predictions made by 
these experiments were also qualitatively compared to trends described 

in the literature. 
Note that for spectral studies of reflectance and transmittance, we 

used the incident angle of 0◦ as specified in Table 1. Although obser
vations of snow with a solar zenith angle of 0◦ are uncommon in nature, 
we remark that controlled studies of spectral reflectance and trans
mittance trends of particulate materials often use this angle of incidence. 
(For example, see Nakamura et al. (2001), Bänninger and Flühler 
(2004), Ciani et al. (2005), and Dumont et al. (2010).) However, when 
investigating directional trends, it is more common to find studies in the 
literature where the angle of incidence is varied. We followed this 
technique of varying the angle of incidence when making comparisons 
to trends observed with a directional component. 

While in situ and laboratory experiments that quantify directional 
reflectance data are fundamentally important, sometimes there are 
geometric limits on the incidence and reflectance angles to be measured 
depending upon the apparatus design. With an in silico experiment, there 
are no such limitations. Furthermore, the effectiveness-to-cost ratio of 
investigations can be improved by pairing traditional and in silico ex
periments since the latter enables a precise control of the parameters 
under study. However, while distinct polar incident angles are consid
ered in this investigation, we fixed the azimuthal angle at 0◦. We remark 
that SPLITSnow is a local light interaction model. Accordingly, macro
scopic features, like sastrugi (Hudson et al., 2006) or wind effects 
(Middleton and Mungall, 1952), that can lead to an azimuthal asym
metry of light propagated by snowpacks covering relatively large areas, 
are outside our current scope of simulations. 

We also remark that the spectral indices of refraction and extinction 
coefficients of water and ice are incorporated in the formulation of the 
SPLITSnow model (Section 3). Thus, in our simulations, we employed 
spectral curves (Fig. 5) obtained from the literature on these optical 
properties of water (Hale and Querry, 1973; Palmer and Williams, 1974; 
Pope and Fry, 1997; Wagner et al., 2000) and ice (Warren and Brandt, 
2008). 

We quantitatively compared directional-hemispherical spectral re
sponses obtained using the SPLITSnow model with conical- 
hemispherical responses measured by Dumont et al. (2010). It is 
worth noting that Dumont et al. (2010) chose to perform the bulk of 
their analyses on their sample 3 which, according to them, provided 
results representative for their other samples. Therefore, we evaluated 
SPLITSnow simulated results through comparisons with measurements 
obtained from this sample, which we will refer to as the representative 
sample in the remainder of this work. 

The representative sample was described as being “new wet snow” 
with “melt-freeze crusted grains” at the surface and “rounded particles” 

Table 1 
SPLITSnow parameters employed in the characterization of the snow sample 
considered in the in silico experiments described in this work. Values used in the 
upper section were found through parameter exploration. Values in the lower 
section correspond to the snow sample used in the actual experiments (Dumont 
et al., 2010).  

Parameter Value Units 

Particle size minimum 300 [μm] 
Particle size maximum 750 [μm] 
Water saturation 5  
Facetness minimum 0.2  
Facetness maximum 0.4  
Facetness mean 0.3  
Facetness standard deviation 0.072  
Sphericity minimum 0.6  
Sphericity maximum 0.95  
Sphericity mean 0.798  
Sphericity standard deviation 0.064  
Density 0.275 [g cm− 3] 
Temperature − 1 [◦C] 
Sample depth 12 [cm] 
Polar incidence angle 0◦

Wavelength range 400–2500 [nm]  
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throughout its depth. The density was not measured. For their analyses 
of reflectance, Dumont et al. (2010) used values such as 0.1, 0.4, and 1 
mm for the average grain size which they describe as being represen
tative. The sample container was cylindrical with a 15 cm radius and 12 
cm depth. However, they used a cuboid sample holder that was 16.5 cm 
deep to determine their radiometric bottom losses, which were found to 
be less than 1%. Since transmittance is also an output from the 
SPLITSnow model, we compared these transmittance simulation results 
with the expected bottom losses proposed by Dumont et al. (2010). 

In addition to these quantitative comparisons, we qualitatively 
evaluated the SPLITSnow model by examining the impact that various 
snow grain characteristics have on simulated results. More specifically, 
we compared model predictions with experimental observations re
ported in the literature. For example, experimental evidence suggests 
that reflectance decreases as grain size increases (Nakamura et al., 
2001). 

Experimental studies of transmittance of light through snow are 
scarce in the snow literature (Beaglehole et al., 1998; Gerland et al., 
2000; Perovich, 2007). This scarcity could be due to the fact that mea
surements of transmittance are difficult (Giddings and LaChapelle, 
1961)] or because the insertion of a measurement device alters the ra
diation in the vicinity of the of the instrument (Dunkle and Bevans, 
1956). It could also be due to the focus on remote sensing applications of 
optically thick snowpack (e.g., Kim et al. (2019)). To our knowledge, the 
transmittance studies available in the literature were all performed in 
the field, and were affected by impurities (Perovich, 2007), morpho
logical changes and snow melt (Gerland et al., 2000) or variations in 
solar radiation (Beaglehole et al., 1998). However, as noted by 
Bänninger and Flühler (2004), there are optical similarities between 
snow and other granular materials. As such, the effects of varying 
particular snow grain characteristics on transmittance for snow can be 
assessed by examining the transmittance profiles of other granular ma
terials (e.g., sand) from a qualitative perspective. For example, as the 
thickness (depth) of the deposits of these materials increases, the 
transmittance decreases (Bänninger and Flühler, 2004; Ciani et al., 
2005); as grain size increases, the transmittance increases (Tester and 
Morris, 1987; Bänninger and Flühler, 2004; Ciani et al., 2005); and as 
porosity increases (i.e., density decreases), the transmittance increases 
(Woolley and Stoller, 1978; Ollerhead, 2001). Accordingly, we 

performed transmittance experiments in which we assess the proposed 
model’s predictive capabilities with respect to these aspects. 

The incorporation of facets in the formulation of the proposed model 
allows it to efficiently represent complex grain features, which are 
relevant (Dozier and Painter, 2004) when considering the angular de
tails of snow reflectance for remote sensing (Jiao et al., 2019). We 
performed in silico goniometric reflectance experiments, which we 
qualitatively compared with field observations reported in the litera
ture, to illustrate this aspect. For example, a decrease near nadir and an 
increase in forward direction (with respect to the scattering limb) are 
observed in the simulated results. Both effects are described in the 
literature (Knap and Reijmer, 1998; Hudson et al., 2006; Dumont et al., 
2010). An increased incident polar angle is associated with a stronger 
forward peak (Middleton and Mungall, 1952; Hudson et al., 2006; 
Dumont et al., 2010). Finally, smaller grains exhibit a stronger forward 
peak when compared to larger grains (Dumont et al., 2010). 

In this work, the only snow temperature considered is − 1 ◦C since the 
temperature of snow is typically near its melting point (Fierz et al., 
2009). Furthermore, simulations in which we varied only the ice tem
perature in the range of − 40–0 ◦C showed little difference in reflectance. 

We have made the SPLITSnow model available for online use (both 
spectrometric (Natural Phenomena Simulation Group, 2020b) and 
goniometric (Natural Phenomena Simulation Group, 2020a) versions) to 
enable the reproduction and extension of the in silico experiments per
formed during this research. Its deployment was carried out using a 
model distribution framework (Baranoski et al., 2012) designed for this 
purpose. The default values assigned to the snow characterization pa
rameters depicted on the model’s webpage correspond to those used to 
obtain the results presented in this work (Section 5). However, a variety 
of reasonable values are permitted for characterizations suitable for the 
assessment of different phenomenological observations. 

5. Results and discussion 

In this section, we compare the simulated results generated by the 
proposed SPLITSnow model with measured hyperspectral reflectance 
data provided by Dumont et al. (2010). We also present the results of our 
experiments that predict spectrometric reflectance and transmittance 
trends, and compare these to measured trends that have been previously 
reported in the literature. We then provide our experimental simulation 
results that make predictions of goniometric trends and compare our 
simulation results with the measured responses reported in the litera
ture. Next, we present a brief input-sensitivity analysis of the parameters 
discussed in this work. Finally, we describe an example application of 
the proposed model to study remote observations. 

5.1. Quantitative spectrometric comparisons 

Fig. 6 presents a graph depicting a comparison of model predictions 
with measured data provided by Dumont et al. (2010) considering an 
angle of incidence of 0◦. As mentioned earlier, a detailed characteriza
tion of the grain size for the representative sample was not provided by 
Dumont et al. (2010) along with their data. However, in their own 
comparisons to previous models, they used average grain sizes ranging 
from 0.1–1 mm, and stated that their own “grain size measurements are 
too rough to be suitable as inputs.” Furthermore, based on the descrip
tion of their samples, it has been inferred that the selected sample’s 
grains are within this range. 

As it can be observed in Fig. 6, a close match has been achieved for 
reflectance throughout the entire measured spectrum (400–2500 nm). 
The computed root mean square error between the two curves is 0.0177. 
It has been noted by Jacquemoud et al. (1996), that root mean squared 
errors below 0.03 indicate good spectrum reconstruction, notably for 
remote sensing applications. In addition, note that prominent extrema 
are aligned. In particular, alignment is observed at the 1030 nm 
extrema. This suggests that the fraction of the pore space occupied by 

Fig. 5. Complex index of refraction curves for both water (Hale and Querry, 
1973; Palmer and Williams, 1974; Pope and Fry, 1997; Wagner et al., 2000) and 
ice (Warren and Brandt, 2008) used in this work. The real part of index of 
refraction for water and ice are denoted by blue and green lines respectively. 
The imaginary part of the index of refraction for water and ice are denoted by 
red and orange lines respectively. The vertical scale for the real part of index of 
refraction is linear, while the vertical scale for the imaginary part of the index of 
refraction is logarithmic. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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water that was used in the simulation (5%) is representative of the re
sidual water in the representative sample (Green et al., 2002). 

As described in Section 3, facetness is a unitless parameter that is 
used to model the fine details of the grains’ rough surface. The charac
terization of the sample employed by Dumont et al. (2010) indicates that 
it consisted of “rounded grains with mixed forms.” Based on this 
description, the exploration of the parameter space focused on rounded 
grains. Best results were obtained using a normal probability distribu
tion with a mean facetness of 0.3 and a standard deviation of 0.072. 
These values produce mostly rounded grains with some facets in the 
SPLITSnow formulation. 

The differences between the measured and simulated curves are 
more pronounced in the 400–800 nm region of the spectrum. There is a 
number of possible explanations for these differences. First, relatively 
small amounts of impurities, as low 1 part per million, can reduce 
hemispherical reflectance by 5–15% (Warren and Wiscombe, 1980). 
Although Dumont et al. (2010) stated that their representative sample 
was taken from a relatively isolated location, they did not rule out the 
presence of contaminants from nearby sources (e.g., vehicular traffic) or 
deposited from atmospheric air currents, that could have affected the 
measurement results. Second, we remark that in the absence of precise 
information, the values assigned to a number of the sample character
ization parameters correspond to average data provided in the 
literature. 

Fig. 7 displays the simulated transmittance results. The wavelength 
domain is only shown from 400 to 950 nm since transmittance values at 
higher wavelengths were all computed to be zero. As discussed in Sec
tion 4, the depth of the representative sample was 12 cm. However, their 
estimate of radiometric bottom loss, less than 1% using a 630 nm source 
of illumination, was performed on a sample with a depth of 16.5 cm. 
Since a good match was obtained considering simulated results that used 
a 0.3–0.75 nm grain size distribution, this range was used to assess the 
fidelity of the transmittance predictions. As it can be observed in Fig. 7, a 
maximum of 2.6% of the incident light is transmitted at the blue end of 
the spectrum (400–500 nm). The extinction coefficients associated with 
this band are lower than the extinction coefficient at 630 nm. Thus, as 
expected, the 2.6% loss resulting from our in silico experiment is on the 
same order of magnitude of that observed in the actual experiments 
(1%). 

5.2. Qualitative spectrometric comparisons 

5.2.1. Reflectance trends 
In addition to the in silico experiments described in the previous 

section, we carried out three others to ensure that the predictions pro
vided by the proposed model are consistent with observations described 
in the literature. Unless otherwise stated, all parameter values corre
spond to those depicted in Table 1, except for the independent variable 
under test. 

The first experiment addressed the effect of grain size on reflectance. 
Fig. 8 shows the results. Reflectance was computed for four different 
mean grain sizes. The reported mean grain sizes are all chosen to be the 
center of a uniform distribution within a range of ±50 μm. As reported in 
the literature (Nakamura et al., 2001), reflectance decreases as grain size 
increases. This behavior is observed in the modeled curves presented in 
Fig. 8. Sensitivity to grain size is the lowest in the visible, and prominent 
in the 700–1300 nm band as expected (Nolin and Dozier, 1993). 
Furthermore, the effect of the absorptance minima of ice (Warren and 

Fig. 6. Comparison of measured (Dumont et al., 2010) and simulated 
directional-hemispherical reflectance curves. The simulated curve was obtained 
using the SPLITSnow model and the sample characterization data provided 
in Table 1. 

Fig. 7. Simulated directional-hemispherical transmittance curve computed 
using the SPLITSnow model and the sample’s characterization dataset provided 
in Table 1. 

Fig. 8. Simulated directional-hemispherical reflectance curves computed using 
the SPLITSnow model considering various sizes of snow grains (100–500 μm) 
and an angle of incidence of 0◦. The remaining sample characterization 
parameter values are provided in Table 1. 
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Brandt, 2008) at 1800 nm and 2250 nm can also be observed in the 
modeled curves depicted in Fig. 8. 

The second experiment addressed the effect of facetness on reflec
tance. We remark that a low facetness represents a grain whose surface 
has few crystalline features, with a facetness of zero yielding a perfectly 
smooth grain. A high facetness characterizes a grain whose surface has 
many fine details. 

Precipitated snow will undergo a morphological process that erodes 
the facets and leaves rounded grains (Colbeck, 1982). Fig. 9 demon
strates the effect of facetness on reflectance. This experiment shows that 
an increase in facetness will increase the total reflectance. Note that the 
700–1300 nm band that is affected by grain size (Nolin and Dozier, 
2000) is also affected by the microstructure of the grains. The 1800 nm 
and 2250 nm peaks exhibited in the infrared are similarly affected. 
These trends demonstrate the importance of accounting for grain facets 
in the formulation of a model for snow reflectance. In particular, any 
attempt to estimate grain size from reflectance (e.g., Nolin and Dozier 
(2000)) can be improved by also examining the effect of facetness at 
these peaks. 

Our third experiment investigates the effect of density on reflectance. 
Reflectance is known to be weakly dependent upon snowpack density 
when the depth is effectively semi-infinite. Bohren and Beschta (1979) 
observed a reflectance variation of less than 1% after compaction in the 
350–2800 nm range. Our in silico spectrometric reflectance experiment 
reproduces this result. Using the parameters from Table 1 with the 
minimum (300 kg m− 3) and maximum (450 kg m− 3) densities reported 
by Bohren and Beschta (1979), the difference between the two reflec
tance curves are presented in Fig. 10. The root mean square error is less 
than 0.007 and the mean percent difference is 2.0%, which is similar in 
magnitude to the experimental results obtained by Bohren and Beschta 
(1979). 

5.2.2. Transmittance trends 
The presence of a trace amount of snow covering remote sensing 

targets can be sufficient to affect the detection and interpretation of their 
spectral signatures. Hence, it is important to evaluate the predictive 
capabilities of the SPLITSnow model with respect to light transmitted 
through snow layers. This was carried out through four in silico trans
mittance experiments, whose results we qualitatively compared with 
field observations reported in the literature, to illustrate this aspect. 

Since studies of snow transmittance are scarcer than those performed 

on reflectance, we performed comparisons of model predictions with 
qualitative trends reported for other granular materials, such as sand- 
textured soils, in the literature. There are known phenomenological 
similarities between sand-textured soils, made up of quartz crystals, and 
snow, made up of ice crystals, with respect to radiant transfer at 
wavelengths sufficiently shorter than the size of the grains (Bänninger 
and Flühler, 2004). 

Unless otherwise noted, the experiments described in this section 
employ the characterization parameter values of the representative 
sample presented in Table 1. In all experiments, the sample depth has 
been adjusted to 2 cm, except where depth is used as the independent 
variable. Note that the experiments in this section are restricted to the 
400–1420 nm band since transmittance values at wavelengths higher 
than 1420 nm were all computed to be zero due to the strong absorp
tance of snow constituent materials, notably, ice and water, in the 
infrared domain. 

In our first transmittance experiment, whose results are presented in 

Fig. 9. Simulated directional-hemispherical reflectance curves computed using 
the SPLITSnow model considering various degrees of facetness (0.1–0.9). and 
an angle of incidence of 0◦. The remaining sample characterization parameter 
values are provided in Table 1. 

Fig. 10. Simulated directional-hemispherical reflectance curves computed 
using the SPLITSnow model considering two different densities (300 and 450 
kg m− 1) and an angle of incidence of 0◦. The remaining sample characterization 
parameter values are provided in Table 1. 

Fig. 11. Simulated directional-hemispherical transmittance curves computed 
using the SPLITSnow model considering various sample depths (12–100 mm) 
and an angle of incidence of 0◦. The remaining sample characterization 
parameter values are provided in Table 1. 
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Fig. 11, we addressed the effect of sample depth on transmittance. As 
described in the literature (Bänninger and Flühler, 2004; Ciani et al., 
2005), when the sample depth increases, the transmittance decreases. 
Note that the sample depth is doubled from one experimental instance to 
the next and the corresponding transmittance curves are approximately 
halved in the visible range (400–700 nm). We remark that there is a low 
amount of absorptance of ice in this band (see Fig. 5). However, where 
there are local maxima in absorptance, there is an even greater decrease 
in transmittance. For example, the absorption maxima at 1030 nm 
(Fig. 5, orange dotted line) corresponds to the minima in the 
transmittance. 

In our second transmittance experiment, whose results are presented 
in Fig. 12, we addressed the effect of grain size on transmittance. As 
reported in the literature (Tester and Morris, 1987; Bänninger and 
Flühler, 2004; Ciani et al., 2005), transmittance is correlated with grain 
size, i.e., as the grain size increases, the transmittance also increases. 
Larger grains, while being more absorptive, are also known to decrease 
the amount of scattering (Ciani et al., 2005). The resulting effect is that 
the absorption-to-scattering ratio is increased, which increases the depth 
that light penetrates into the material. 

In our third transmittance experiment, whose results are presented in 
Fig. 13, we addressed the effect of water content. We note that the 
addition of water to sand-textured soils is known to significantly affect 
the qualitative trends observed in their measured transmittance spectra 
(Woolley and Stoller, 1978; Bliss and Smith, 1985; Tester and Morris, 
1987; Ciani et al., 2005; Tian and Philpot, 2018). For translucent sand- 
textured soils, Woolley and Stoller (1978) and Bliss and Smith (1985) 
observed that as water saturation increases, transmittance also in
creases. However, for dark soils, they measured a decrease in trans
mittance as water saturation increased. This is explained by the increase 
in absorption (Tester and Morris, 1987). These trends are both visible in 
our simulation results presented in Fig. 13. In the visible spectrum 
(400–700 nm), ice grains are translucent and transmittance increases as 
saturation is increased, which matches the trend reported by Woolley 
and Stoller (1978) and Bliss and Smith (1985) for translucent materials. 
However, in the 800–1450 nm band, where there is an increase in 
absorptance (see Fig. 5), snow behaves like a “dark” material and the 
trend is reversed. This also matches the experimental observations re
ported by Woolley and Stoller (1978) and Bliss and Smith (1985) with 
respect to light transmission through particulate materials. 

The final transmittance experiment investigates the effect of density. 

For optically thin snowpack, density affects how light is transmitted to 
the underlying surface, which can affect estimates of snow cover in 
remote sensing applications (Hall and Riggs, 2007). Fig. 14 depicts the 
results of the experiment. As the density increases, the transmittance 
decreases as expected for particulate materials (Woolley and Stoller, 
1978; Ollerhead, 2001). An increase in density affects the light propa
gated through a snow deposit as it allows for more absorptions and 
scattering events. The net impact of these effects is a reduction in 
transmittance. 

5.3. Qualitative goniometric comparisons 

In this section, we qualitatively compare goniometric simulated re
sults with phenomenological traits observed in goniometric measure
ments reported in the literature. In addition to these qualitative 
comparisons, we also present the results of two in silico experiments on 
the effects of different grain characteristics on directional reflectance. 

Fig. 12. Simulated directional-hemispherical transmittance curves computed 
using the SPLITSnow model considering various sizes of snow grains (100–500 
μm), an angle of incidence of 0◦ and a sample depth of 2 cm. The remaining 
sample characterization parameter values are provided in Table 1. 

Fig. 13. Simulated directional-hemispherical transmittance curves computed 
using the SPLITSnow model considering various water fractions (0–30%), an 
angle of incidence of 0◦ and a sample depth of 2 cm. The remaining sample 
characterization parameter values are provided in Table 1. 

Fig. 14. Simulated directional-hemispherical transmittance curves computed 
using the SPLITSnow model considering various densities (200–400 kg m− 3), an 
angle of incidence of 0◦ and a sample depth of 2 cm. The remaining sample 
characterization parameter values are provided in Table 1. 
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Initially, we present a qualitative comparison to measured data 
provided by Dumont et al. (2010). For all three angles of incidence we 
have shown that the qualitative trends exhibited in the measured data 
are reproduced by simulation. However, the forward-scattering limb 
was more pronounced in the measured data when the angle of incidence 
was 60◦. This may be due to differences between the characterization 
values employed in the simulation and the representative sample. In 
Fig. 15, we show the most representative case which utilizes a 30◦

incident angle. This figure presents both a simulated BRDF plot through 
the principal plane (blue curve) and measured values provided by 
Dumont et al. (2010) (blue squares). The angle of incidence (30, black 
line) is the same for both measured and simulated values. 

Fig. 16 presents simulated BRDF plots obtained for the representative 
snow sample considering three (polar) angles of incidence. Each plot 
corresponds to reflectance values taken through the principal plane that 
contains the incident ray and the normal vector to the sample at the 
point of illumination. In their field study, Hudson et al. (2006) described 
two main features which are also reproduced by these simulated results. 
First, the reflectance values measured for reflection angles close to the 
zenith were lower than those measured for reflection angles close to the 
horizon. Second, this phenomenon becomes more noticeable for larger 
angles of incidence. Both features can be observed in the plots depicted 
in Fig. 16. 

Fig. 17 presents a simulated BRDF plot obtained considering a 
wavelength of 1800 nm and an angle of incidence of 69.3◦. Notice that in 
addition to the features outlined above, a reduction in the reflectance 
values (represented by a concave shape) near the zenith can be 
observed. This distinct darkening feature is apparent in the measured 
data obtained by Hudson et al. (2006) for the same wavelength and 
incident angle. Dumont et al. (2010) also observed this feature in their 
measured data, which they deemed “nadir darkening.” 

Fig. 18 presents simulated BRDF plots obtained considering the same 
angle of incidence (69.3◦) and using two wavelengths (600 and 1800 
nm) associated with markedly distinct spectrometric reflectance values. 
The red dashed curve is reproduced from Fig. 16, and the blue solid 
curve is reproduced from Fig. 17. For illustrative purposes, both curves 
in Fig. 18 are presented using the same scale. As it can be observed, the 
amount of directional variation is greater for wavelengths associated 
with relatively low spectrometric reflectance values as reported by 
Hudson et al. (2006). This trend is also consistent with observations 
made by Xiong et al. (2015). For 1800 nm, they note that grain shape 
plays an important role in bidirectional reflectance modeling, and that 
models employing only spherical snow grains tend to overestimate the 

amount of scattering in the forward direction. For 600 nm, where the 
total reflectance is greater, the angular dependence is weaker. However, 
as indicated by Xiong et al. (2015), models employing non-spherical 
grains are able to reproduce the bidirectional reflectance pattern with 
greater fidelity. This effect of grain shape on directional reflectance aids 
in the characterization of snow surface scattering properties since snow 
tends to have a high reflectance in the forward direction when the angle 
of incidence is in the neighbourhood of 70◦ (Ding et al., 2019). 

In addition to the behaviors highlighted above, Dumont et al. (2010) 
identified two other qualitative trends related to the polar angle of 
incidence. These trends can also be reproduced by the SPLITSnow model 
as described next. 

The first trend refers to a nearly Lambertian behavior of snow 
reflectance for an angle of incidence of 0◦. The blue solid curve in Fig. 19 
indicates that the proposed model can capture this behavior. 

The second trend noted by Dumont et al. (2010) is that at an incident 
angle of 30◦, the forward scattering peak becomes apparent. Similarly, 
the SPLITSnow model can also capture this behavior as indicated by the 
red dashed curve in Fig. 19. Dumont et al. (2010) further remarked that, 
at 60◦ incident, the forward scattering peak is even more pronounced. 
This is also reproduced by our simulation as demonstrated by the green 
dotted curve in Fig. 19. 

Besides the trends outlined above, Dumont et al. (2010) also noted 
that grain size has a measurable effect on directional reflectance. They 
observed that their maximum reflectance factor was higher for the 
samples that consisted of smaller grains. However, Warren et al. (1998) 
indicated that this phenomenon is wavelength dependent, i.e., when 
absorption is high and grain sizes are large, the opposite is to be ex
pected. To determine whether the proposed model can also account for 
these behaviors, we conducted in silico experiments in which we varied 
both the wavelength and the average grain size. 

Fig. 20 presents the results of the experiment that reproduces the 
behavior reported by Dumont et al. (2010) outlined earlier. In this 
experiment, we considered a wavelength of 600 nm and an angle of 
incidence of 67◦. At 600 nm the absorption coefficients for both water 
and ice are low (see Fig. 5). Note that the forward scattering peak with 
the smallest magnitude was elicited by the fine grained snow. 

Fig. 21 presents the results of the experiment that reproduces the 
behavior reported by Warren et al. (1998). In this experiment, we 
considered a wavelength of 1450 nm. We note that the extinction co
efficient values for water and ice at this wavelength are higher than 
those at 600 nm (Fig. 5). The angle of incidence and the grain sizes are 
the same as those used to generate the results presented in Fig. 20. As it 
can be verified in these results, the fine grained snow elicited the for
ward scattering peak with the greatest magnitude. Thus, the SPLITSnow 
model correctly predicts the wavelength dependency observed by 
Warren et al. (1998). 

Finally, we performed an experiment to investigate the effect of 
facetness on directional reflectance. In situ controlled experiments 
assessing this effect are not readily documented in the literature. How
ever, anecdotal evidence exists to suggest that facets should have an 
impact on directional reflectance (Dumont et al., 2010). Indeed, the 
results of our experiment, which are presented in Fig. 22, indicate that 
samples whose grains are characterized by low facetness (rounded 
shape) exhibit greater angular variation for their BRDF values than 
samples whose grains are characterized by high facetness (faceted 
shape). 

5.4. Input-sensitivity analysis 

The previous sections illustrated the effects of various input param
eters on qualitative trends for both spectral and directional outputs. In 
this section, we present an input sensitivity analysis (Hamby, 1994, 
1995) of those parameters. 

To compute the mean sensitivity index (MSI) for reflectance, one 
parameter is selected to test, and two simulations are executed for that 

Fig. 15. Comparison of measured Dumont et al., 2010) data points and a 
simulated BRDF curve through the principal plane. A wavelength of 600 nm 
and an angle of incidence of 30◦ were employed to allow for qualitative com
parisons between the simulated curve (blue solid line) and the data points (blue 
squares) provided by Dumont et al. (2010). The remaining sample character
ization data are provided in Table 1. The angle of incidence for both measured 
and simulated data is indicated as a black solid line. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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parameter: one for the minimum parameter value; and one with the 
maximum parameter value. The MSI is computed using these two 
spectral outputs. All other baseline parameter values are set to the values 
presented in Table 1. Note that some input parameters are interval- 
based. For example, grain size is a uniform distribution between two 
grain size values. For these parameters, lower and upper bounds are 
selected so that they are close to the minimum and maximum values, 
while still providing a representative range. For grain size, an interval of 
100–200 μm was selected for the minimum, which yields an average 
grain size of 150 μm. An interval of 900–1000 μm with an average grain 
size of 950 μm was selected for the maximum. For the facetness 
parameter, the minimum curve was produced using an interval of 0–0.2 
and a mean of 0.1, while the maximum curve was produced using an 
interval of 0.8–1 with a mean of 0.9. 

For each parameter, the MSI was computed using the following 

expression: 

MSI =
1
n
∑n

i=1

⃒
⃒
⃒
⃒yi − ŷi

⃒
⃒
⃒
⃒

max
{

yi ŷi

}

where yi is the baseline reflectance value, ŷi is the result after parameter 
variation, i is one of the sampled wavelengths, and n is the number of 
samples. 

The transmittance MSI values were computed in a similar fashion to 
the reflectance MSI values, except that the sample depth parameter was 
set to 2 cm. This sample depth was used in order to be consistent with the 
results presented in Section 5.2.2. We remark that the sensitivity values 
for transmittance are dependent upon the selected depth. However, the 

Fig. 16. BRDF plots (through the principal plane) computed for the selected sample. A wavelength of 600 nm and three angles of incidence, namely 52.8◦ (blue solid 
curve), 69.3◦ (red dashed curve), and 84.8◦ (green dotted curve) were employed to allow predictive comparisons with the results provided by Hudson et al. (2006). 
The snow depth is set to 25 cm. The remaining sample characterization parameter values are provided in Table 1. In (a), a polar plot is used to depict the profile, and 
the angles of incidence are indicated with matching lines. In (b), reflectance is plotted against the viewing polar angle, where positive polar angles are in the direction 
of incidence. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 17. BRDF plot (through the principal plane) computed for the selected sample. A wavelength of 1800 nm and the angle of incidence, namely 69.3◦, were 
employed to allow qualitative comparisons with the data provided by Hudson et al. (2006). The snow depth is set to 25 cm. The remaining sample characterization 
parameter values are provided in Table 1. In (a), a polar plot is used to depict the profile, and the angle of incidence is indicated with a black solid line. In (b), 
reflectance is plotted against the viewing polar angle, where positive polar angles are in the direction of incidence. 
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relative input sensitivity in the neighbourhood of this depth is likely to 
be maintained. 

Fig. 23 presents the MSI values produced by the sensitivity analysis 
for both reflectance and transmittance. The same values are reproduced 
numerically in Table 2. We remark that the effects of grain size on snow 
reflectance have been examined in several related works (Nolin and 
Dozier, 1993; Nakamura et al., 2001; Green et al., 2002; Jin et al., 2008; 
Lyapustin et al., 2009). The sensitivity of snow reflectance is also 
demonstrated by the MSI value for that parameter. We further remark 
that density is known to have little effect on snow reflectance (Bohren 
and Beschta, 1979). This is corroborated by the corresponding lowest 
MSI value obtained for that parameter. 

As it can also be observed in Fig. 23 and Table 2, the MSI values for 
transmittance differ from those of reflectance. We remark that 

transmittance studies are more scarce than reflectance. However, one 
trend in particular is evident. More specifically, the sensitivity of snow 
transmittance to grain size is due to its impact on light scattering (Ciani 
et al., 2005). This trend accounts for the high MSI associated with grain 
size for transmittance. 

5.5. Example application to remote observations 

In this section, we provide an example application of the proposed 
model in the analysis of remote sensing data. Simulated curves are 
compared to data acquired from the Airborne Visible/Infrared Imaging 
Spectrometer Next Generation (AVIRIS-NG) instrument (Green et al., 
1998; Hamlin et al., 2011). 

We compared simulated values with values obtained from selected 

Fig. 18. BRDF plots (through the principal plane) computed for the selected sample. An incident angle of 69.3◦ and two wavelengths, namely 600 nm (red dashed 
curve), and 1800 nm (blue solid curve), were employed to allow qualitative comparisons with the data provided by Hudson et al. (2006). The snow depth is set to 25 
cm. The remaining sample characterization parameter values are provided in Table 1. In (a), a polar plot is used to depict the profile, and the angle of incidence is 
indicated with a black solid line. In (b), reflectance is plotted against the viewing polar angle, where positive polar angles are in the direction of incidence. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 19. BRDF plots (through the principal plane) computed for the selected sample. A wavelength of 600 nm and three angles of incidence, namely 0◦ (blue solid 
curve), 30◦ (red dashed curve), and 60◦ (green dotted curve) were employed to allow qualitative comparisons with the data provided by Dumont et al. (2010). The 
remaining sample characterization parameter values are provided in Table 1. In (a), a polar plot is used to depict the profile, and the angles of incidence are indicated 
with matching lines. In (b), reflectance is plotted against the viewing polar angle, where positive polar angles are in the direction of incidence. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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pixels from flight line ang20160217t074158, which was captured over 
the mountainous state of Himachal Pradesh, India. This flight line was 
chosen due to the abundance of snow and since cloud conditions were 
listed as clear. The solar altitude at the time of the flight was 27.7◦, or 
62.3◦ away from the vertical. 

Selecting a mountainous region introduces a challenge to the study 
of reflectance since the slope of the terrain affects the angle incidence of 
the light from the sun. To compensate for this, we used the estimated 
elevation data provided in the dataset to compute the gradient (which 
quantifies the rate of change of elevation) for each pixel. These gradients 
were then used to find a 5 × 5 area exhibiting little horizontal and 
vertical change in elevation. The selected pixels have a maximum 

gradient of 0.165 and a mean gradient of 0.067. Eight of the selected 
pixels have a gradient smaller than 0.1. The average reflectance was 
then computed for the 25 selected pixels. 

Fig. 24 presents the results of this study. In Fig. 24(a), the selected 
area of study is displayed using a portion of the quicklook image dataset. 
The inset image is a 500% magnification of the region enclosed by the 
red square. No interpolation was used so that the original pixel values 
are preserved. The black square within the inset image demarcates the 
25 pixels selected for analysis. In Fig. 24(b), a comparison between the 
average measured reflectance values of the selected region (black 
squares) with values produced using the SPLITSnow model (blue curve) 
is provided. Bars are used to indicate the minimum and maximum 

Fig. 20. BRDF plots (through the principal plane) computed for the selected sample. A wavelength of 600 nm and a (polar) angle of incidence of 67◦ were employed. 
The blue solid curve is associated with the presence of coarse-sized grains (1.5–3 mm), the red dashed curve with the presence of middle-sized grains (as specified in 
Table 1), and the green dotted curve with the presence of fine-sized grains (0.03–0.3 mm). The remaining sample characterization parameter values are provided in 
Table 1. In (a), a polar plot is used to depict the profile, and the angle of incidence is indicated with a black solid line. In (b), reflectance is plotted against the viewing 
polar angle, where positive polar angles are in the direction of incidence. (For interpretation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.) 

Fig. 21. BRDF plots (through the principal plane) computed for the selected sample. A wavelength of 1450 nm and a (polar) angle of incidence of 67◦ were 
employed. The blue solid curve is associated with the presence of coarse-sized grains (1.5–3 mm), the dashed red curve with the presence of middle-sized grains (as 
specified in Table 1), and the green dotted curve with the presence of fine-sized grains (0.03–0.3 mm). The remaining sample characterization parameter values are 
provided in Table 1. In (a), a polar plot is used to depict the profile, and the angle of incidence is indicated with a black solid line. In (b), reflectance is plotted against 
the viewing polar angle, where positive polar angles are in the direction of incidence. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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reflectance values for the 25 pixels. 
We remark that interpretation of signals detected from instrumen

tation aboard aircraft is more difficult compared to field studies and 
laboratory experiments (Kokhanovsky, 2008), and compensation is 

required for atmospheric absorption and scattering (Gao and Goetz, 
1990; Thompson et al., 2015). Thus, the comparisons detailed in this 
section were performed against the “Level 2” algorithm correction 

Fig. 22. BRDF plots (through the principal plane) computed for the selected sample. A wavelength of 600 nm and a (polar) angle of incidence of 60◦ were employed. 
The blue solid curve is associated with low facetness (0.0–0.2), the red dashed curve is associated with an intermediate facetness (0.2–0.4), and the green dotted 
curve is associated with a high facetness (0.8–1.0). The remaining sample characterization parameter values are provided in Table 1. In (a), a polar plot is used to 
depict the profile, and the angle of incidence is indicated with a black solid line. In (b), reflectance is plotted against the viewing polar angle, where positive polar 
angles are in the direction of incidence. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 23. Mean sensitivity index (MSI) values for the snow characterization 
parameters investigated in this work for both reflectance (Refl) and trans
mittance (Trans). The MSI calculations were carried out using spectral reflec
tance and transmittance curves computed considering the minimum and 
maximum values (from physically valid ranges) for each selected parameter, 
and maintaining the remaining parameters (depicted in Table 1 fixed. In the 
case of MSI values for transmittance, the snow depth was set to 2 cm. 

Table 2 
Mean sensitivity index (MSI) values for the snow characterization parameters 
investigated in this work. We note that the relative differences among these 
values are visually depicted in Fig. 23.   

Grain Size Saturation Density Facetness 

Reflectance 0.523 0.633 0.183 0.337 
Transmittance 0.895 0.388 0.938 0.283  

Fig. 24. Comparison of measured data provided by AVIRIS-NG Hamlin et al. 
(2011) and simulated data. The simulated directional-hemispherical reflectance 
curve was obtained using the SPLITSnow model and the sample characteriza
tion data provided in Table 1, except that the snow depth was set to 25 cm and 
the angle of incidence was set to 62.3◦. A portion of the quicklook image from 
the ang20160217t074158 flight line over Himachal Pradesh, India, is presented 
in (a). The inset image presents an enlargement of the region of study that has 
not been interpolated. The selected pixels are demarcated by a black square in 
the inset image. This region is represented by a grid of 5 × 5 pixels. In (b), the 
simulated reflectance curve is depicted by the blue solid line. The black squares 
indicate the average reflectance values for the 25 selected pixels and the bars 
indicate the minimum and maximum values for the selected pixels. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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outputs that attempt to reduce measurement biases over snow-covered 
terrain (Thompson et al., 2015). 

Gao and Goetz (1990) note that atmospheric water vapor trans
mittances are greater than 99% in narrow bands surrounding specific 
wavelengths, 840 nm, 1040 nm and 1240 nm, whereas other wave
length bands, such as 940 nm and 1140 nm, are sensitive to water vapor 
absorption. To minimize bias due to atmospheric water vapor, we pro
vide a comparison between simulated and measured reflectance values 
for three wavelengths at which high transmission was observed. These 
data are presented in Table 3. The three wavelengths presented in the 
table were chosen among those employed by the AVIRIS-NG instrument 
directly since they are the nearest to the high-transmittance bands 
described by Gao and Goetz (1990). The simulated values were also 
computed using the same wavelengths for the purpose of direct com
parison. The relative errors between average measured pixel values and 
the simulated values are all below 2.3%. The mean percent difference for 
the minimum and maximum values is 3.6%. Hence, the results of our 
comparisons indicate that the predictions provided by the proposed 
model can contribute to the reliable interpretation of remote sensing 
signals from snow-covered landscapes. Furthermore, they may also aid 
in the determination of aerosol optical thickness where advanced sur
face reflectance models are needed by elucidating the surface contri
bution to top-of-atmospheric reflectance (Kokhanovsky, 2008). 

6. Conclusion and future work 

In this work, we presented SPLITSnow, a novel first-principles light 
transport model for snow. Its predictive capabilities have been quanti
tatively and qualitatively evaluated through comparisons with 
measured data and phenomenological traits observed in field experi
ments described in the literature. The results of these comparisons 
indicate that the proposed model can be used to obtain high fidelity 
hyperspectral responses from snow samples with distinct 
characterizations. 

The stochastic approach employed by the SPLITSnow model allows 
for efficient simulations of complex optical phenomena involving light 
interactions with large quantities of snow grains. Spheroids with non- 
trivial surface properties are used in the representation of the snow 
grains, which are generated on the fly as needed. This approach has a 
high fidelity-to-cost ratio, when compared with a traditional ray tracing 
approach that stores individual grains. 

Dumont et al. (2010) reported that, although previous modeling ef
forts were able to accurately reproduce spectral albedo, the non- 
sphericity of natural snow grains limited the accurate modeling of 
snow BRDF. The SPLITSnow model is able to overcome these barriers. 
Furthermore, its formulation allows for the in silico study of individual 
parameters that are difficult or costly to take into account in field and 
lab experiments. For example, the ability to perform experiments on 
both rounded grains and faceted crystals serves to highlight the use
fulness of the SPLITSnow model. 

Predictive simulations of light interactions with snow grains have 
numerous applications in remote sensing and related fields. An 

understanding of how various snow grain characteristics affect reflec
tance and transmittance is necessary to identify and quantify properties 
of natural snowpack. As future work, we plan to extend the model’s 
formulation to include pollutants so that their effect on snowpack 
reflectance and transmittance may be readily studied. The importance of 
this is evident since even a small amount of impurities may significantly 
reduce reflectance (Warren and Wiscombe, 1980), and direct compari
sons could be made to artificial snow containing soot (Kokhanovsky, 
2013). It is also our intention to apply the SPLITSnow model to examine 
snowpacks with different characterizations so that improved estimates 
of their morphological features can be obtained. This may require 
adding a layering system to the model’s formulation so that different 
grain characterizations can be used at various depths of the snowpack. 

In order to foster new advances in this area, the scientific community 
needs to provide continuing support for field studies aimed at the 
collection of hyperspectral datasets on snow radiometric responses to 
distinct illumination and environmental conditions. To increase their 
usefulness, these datasets should include detailed characterizations of 
the measured snow samples to facilitate accurate reproduction of the 
spectral responses through in silico experiments. We believe that the 
pairing of measurement efforts with in silico investigations will be 
instrumental to strengthen the knowledge foundation required for the 
development of more effective technologies aimed at the remote sensing 
of snow and snow-covered targets. 
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Appendix A. Average particle distance computation 

In this appendix, we outline the main steps involved in the computation of the mean distance between grains, which is denoted by d, and used in 
Eq. (1). We remark that this quantity is dependent upon the density of the targeted snow sample. Initially, we convert density to porosity, which is 
denoted by P . Porosity is a unitless value that represents the volume fraction of a snow sample not occupied by its constituent grains. This is done 
using the method described by Kinar and Pomeroy (2015) using the following expression: 

P = 1 −
D

Dice
(A.1)  

where D is the density of snow, and Dice is the density of ice. The density of ice varies with temperature. This necessitates adding snow temperature, T, 

Table 3 
Comparison of measured (obtained from the AVIRIS-NG dataset) and simulated 
reflectance values at selected wavelengths. The measured values correspond to 
the reflectances of the 25 pixels forming the region (inset) shown in Fig. 24(a), 
and the simulated values were computed using the proposed model.  

Wavelength (nm) Simulated Measured 

Mean Minimum Maximum 

842.25 0.878 0.890 0.848 0.916 
1073.76 0.692 0.701 0.669 0.721 
1237.93 0.495 0.484 0.464 0.496  
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as an input parameter to the model. From this, the density of ice is linearly interpolated using the data provided by Rumble (2019). Note that porosity 
is the complement to concentration, C , which can accordingly be expressed as: 

C = 1 − P (A.2) 

To compute the mean distance between snow grains, we employ the following equation (Kimmel and Baranoski, 2007): 

d =
1

C K
(A.3)  

where K represents the cross-sectional area of snow grains per unit volume as seen in the direction of the ray. This quantity (which has units [m− 1]) is 
defined as: 

K =

∫

χ
n(x)G(x)dx (A.4)  

where χ represents the set of all grain geometries, x is a member of that set, n(x) represents the number probability density of picking a grain with 
geometry x, and G(x) is the cross-sectional area of x projected onto the plane. The integral defining K is separable (Kimmel and Baranoski, 2007) into: 

K = K1K2 (A.5)  

where K1 models the grain size distribution and K2 accounts for shape. For uniformly distributed grain sizes, an analytic solution for K1 can be obtained 
by simplifying the following definite integral: 

K1 =

∫ μmax
μmin

s− 2P(μ)dμ
∫ μmax

μmin
s− 1P(μ)dμ

(A.6)  

where P(μ) = 1/(μmax − μmin) is the probability density function for a uniform distribution in the range of [μmin,μmax]. This simplifies to: 

K1 =
μmax − μmin

μmin μmax(ln(μmin) − ln(μmax) )
(A.7) 

For normally distributed sphericity, K2 reduces to: 

K2 =

∫Ψmax
Ψmin

A(Ψ)Φ
(
Ψ, σ2

Ψ

)
(Ψ)dΨ

4
∫Ψmax

Ψmin
Φ
(
Ψ, σ2

Ψ
)
(Ψ)dΨ

(A.8)  

where Φ
(
x, σ2)(x) is the probability density function for a normally distributed random variable with mean x and standard deviation of σ, A(Ψ) is the 

surface area to volume ratio of a prolate spheroid with s = 2b = 1 (where b is the semi-major axis), and Ψ represents inscribed circle sphericity (Kimmel 
and Baranoski, 2007). The quantity A(Ψ) is given by: 

A(Ψ) = 3

(

1+
sin− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − Ψ4

√

Ψ2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − Ψ4

√

)

(A.9) 

The limits of integration for Eq. (A.8), Ψmin and Ψmax, are used to restrict the numeric solution to the specified range of grain sphericities. 
Accordingly, there are four model parameters that categorize the sphericity, namely Ψmin, Ψmax, σΨ, and Ψ. 

Note that, even though it is numerically complex to calculate d given the density, this operation only needs to be performed once as a pre
computation at the beginning of a simulation. It can then be used to compute the distance to the next particle in the ray’s path using Eq. (1). 
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