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Abstract

When light interacts with human skin, there begins a
complex and involved process as the light is reflected and
propagated by cells, fibers and other microscopic materi-
als. This interaction happens countless times each day and
its accurate simulation is essential to biomedical and com-
puter graphics applications. Simulating this interaction is
computationally intensive, yet highly suitable to paralleliza-
tion. This paper describes the use of both a shared-memory
high performance computer and heterogeneous cluster to
accelerate these simulations. With a description of the par-
allel software used, we present results to show the perfor-
mance gains from using such a hybrid approach.

1. Introduction

The interaction of light with human skin is a complex
process involving many levels of absorption and scatter-
ing within the various layers of the skin. The understanding
and predictive simulation of this interaction is relevant to
a variety of areas such as medicine, realistic image synthe-
sis and cosmetology. Medical conditions such as erythema
(redness of the skin) and hyperbilirubinemia (yellowish hue
commonly known as jaundice) can be simulated by con-
sidering the visible region of the light spectrum (380nm to
780nm). In addition, biological processes such as melano-
genesis (production of the pigment melanin) and carcino-
genesis (development of cancerous cells) can be simulated
by considering the ultraviolet region of the light spectrum
(100nm to 380nm).

Recently, we have developed a model to address the is-
sue of light interaction with human skin named BioSpec
[7]. BioSpec is a biophysically-based spectral model based
on standard Monte Carlo techniques. In order to reduce the
variance of the images generated using this model, a large
number of samples are required, which results in simula-
tion times on the order of hours or even days on a modern

PC. This issue was further compounded when animations
need to be produced to investigate changes in skin appear-
ance and medical conditions. These simulation sequences
involve the generation of a large number of images using
the BioSpec model. We resorted to using a shared-memory
high performance computing system, henceforth referred to
as SMHPC, to reduce the computation time of our simu-
lations. However, in order to further accelerate our simula-
tions we included a heterogeneous cluster. We also needed
to develop a common mechanism by which we could evalu-
ate the performance of both the cluster and the SMHPC. In
this paper we describe how we implemented these simula-
tions using this hybrid approach.

The approach presented in this paper can be easily ap-
plied to the simulation of various other organic materi-
als such as plant leaves, stems, muscle tissues, ocular tis-
sues, blood, hair and fur. These simulations have various
uses in the areas of computer graphics, remote sensing and
biomedicine.

We first outline the underlying biological aspects of hu-
man skin and its simulation. Our parallelization strategy is
presented next. We then present the proposed metric for
evaluating performance. Some results showing the perfor-
mance gain from this strategy are presented. Finally, we
close with a summary and directions for future work.

2. Light Interaction with Human Skin

2.1. Biological Aspects

Human skin tissue is made up of multiple layers and it is
inhomogeneous [1, 11]. The stratum corneum is the outer-
most layer and is characterized with little absorption. Fol-
lowing the stratum corneum is the epidermis which prop-
agates and absorbs light. The absorption comes primar-
ily from the chromophore melanin. It is the presence of
melanin that gives skin its different tones. Below the epi-
dermis is the dermal layer which also propagates and ab-
sorbs light. The absorption in the dermis comes mainly from



the blood borne chromophore hemoglobin. It is hemoglobin
that gives blood its reddish color. The hypodermis is a tis-
sue below the dermis and is primarily reflective.

The scattering profile of human skin has two compo-
nents: surface and subsurface scattering. Surface scattering
follows Fresnel equations [10] and is affected by folds in the
stratum corneum. Only 5-7% of light incident on the stra-
tum corneum is reflected back; the remainder is transmitted
to the other layers. The stratum corneum and epidermis are
highly forward scattering media [3]. In the dermis, the spa-
tial distribution of scattered light becomes diffuse. In ad-
dition, the presence of collagen fibers are responsible for
Rayleigh scattering [6] which produces larger variations on
the low end of the light spectrum.

2.2. Simulation

The BioSpec model considers the stratification of hu-
man skin into four main layers: stratum corneum, epider-
mis, papillary dermis, and reticular dermis. Light propaga-
tion within these layers is described in terms of ray optics,
where light is assumed to be composed of non-interacting
straight rays, each of them carrying a certain amount of
energy[4]. Each ray of light has a wavelength of light (λ)
associated with it. We follow the path of a ray of light as it
travels through the medium until it is either absorbed or re-
flected back to the environment. The propagation of light
through these layers is simulated as a random walk process
[4]. The transition probabilities from one layer to the next
are associated with the Fresnel coefficients, which are com-
puted at each interface. The termination probabilities within
a particular layer are associated with the free path length
computed when a ray travels within a layer.

Within each of the layers of skin, there are two impor-
tant biophysical processes that must be taken into account,
namely scattering and absorption. When a ray enters a par-
ticular layer, it is first scattered. This scattering is accom-
plished by applying a warping function given in terms of
the polar (α) and azimuthal (β) perturbation angles. In our
simulation, the azimuthal perturbation angle for all layers
is:

βl = 2πξ, (1)

where:
βl = azimuthal perturbation angle for that

particular layer,
ξ = an uniformly distributed random number in

the interval [0..1].
The manner in which the polar perturbation angle is

computed varies from layer to layer. In the stratum corneum
and epidermis we use a data driven look-up table approach
to directly compute α [2]. Since scattering becomes quickly

diffuse in the dermis, α is arccos(
√

ξ). We also account for
Rayleigh scattering in a similar manner [7].

Once a ray has been scattered in a layer, it is tested for
absorption. If it is absorbed, the ray is terminated; other-
wise, the ray is propagated to the next layer. The absorption
test is based on Beer’s law [12] and it consists of comput-
ing the ray free path length (p(λ)) using the following ex-
pression:

p(λ) = − 1
ai(λ)

ln(ξ) cos θ, (2)

where:
ai(λ) = total absorption coefficient of pigments

of given layer i,
θ = angle between the ray direction and the

specimen’s normal direction.
If p(λ) is greater than the pigmented medium, the ray is

propagated, otherwise it is absorbed. We continue this cycle
of scattering and absorption within the layers of skin until
either the ray leaves the skin or is absorbed.

3. Parallel Strategy

Due to the stochastic nature of the random walk process,
the path that each ray of light takes through the skin layers is
independent of another. Since the amount of data to process
is relatively small, we employ a demand driven schedul-
ing algorithm [8]; i.e., every node has a full copy of all
the data. Communications between the nodes of our clus-
ter and the SMHPC was implemented by a custom light-
weight packet oriented protocol which uses TCP/IP as the
transport and network layers respectively. We chose to use
a custom protocol to satisfy two requirements. We required
a protocol to span several platforms including both Win-
dows and Irix and one which was efficient enough for com-
munication over the Internet and could support the sudden
loss of a node. Our protocol uses a simple command sys-
tem, where each packet contains a command or identifier
and some chunk of data specific to the command or identi-
fier. ‘GetClientType’, ‘Disconnect’, ‘SceneFile’, and ‘New-
Cell’ are just a few examples of some of the packet identi-
fiers/commands. Figure 1 illustrates how the central server,
cluster nodes and the SMHPC nodes are connected. There
are three components in our algorithm: the central server,
a cluster client node and the SMHPC client node. The ap-
pendix provides some broad pseudo code on the operations
these components perform.

The final result for our simulation is an image (or a frame
of an animation). For each pixel in the image, we use a com-
puter graphics technique called ray tracing [9] to compute
the color of that pixel from our simulation.

Our divide and conquer strategy subdivides the image
into blocks of pixels. Each node is responsible for run-
ning the simulation algorithm on one block of pixels. Once



a node has completed its assigned block, it receives an-
other block from the server. This process is continued until
there are no more blocks remaining to process. Essentially,
we can simultaneously process N blocks of pixels at any
time. By only allowing nodes to operate on one block at a
time, this scheduling algorithm implicitly adjusts for differ-
ent performance characteristics of each node, giving us dy-
namic load balancing. The total number of blocks any par-
ticular node processes will vary depending on the speed at
which that node runs the simulation.

We chose to represent the entire SMHPC as one super
node. The block it receives from the central server are dis-
tributed among the individual processors of the SMHPC.
Each processor performs S/p samples, where S is the to-
tal number of samples and, p is the number of CPUs in the
SMHPC. Communications between the processors of the
SMHPC system was accomplished using the Message Pass-
ing Interface (MPI) standard [5]. It is worth noting that we
could have simply treated each processor on our SMHPC
as a node and used just our custom protocol. However, our
SMHPC and cluster were not physically colocated. Instead,
they were connected via the Internet, which has motivated
this hybrid scheme. The processor of rank 1 on the SMHPC
communicates with the central server. It also combines and
optimizes the processed blocks from all the processors be-
fore sending them to the server. This allows our scheme
to be more efficient than treating every processor on the
SMHPC as a cluster node.

The granularity and size of the blocks of pixels assigned
to nodes is a user configurable parameter.

4. Evaluating Performance

In order to be able to determine if a particular node is
faster than another and to measure performance, we re-
quire a metric to quantify a node’s performance. Since we
are dealing with heterogenous nodes with different pro-
cessor and memory architectures, using a metric such as
the clock frequency of the processor is inadequate. Fur-
thermore, since elements such as cache sizes and memory
speeds may not be fully represented by computing the num-
ber of floating point operations per second (flops), we chose
to use the simulation software itself in evaluating the perfor-
mance of a node. Our proposed metric, called performance
rating (Pr) is specific to our application and has two essen-
tial qualities:

• a higher performance rating indicates better perfor-
mance, and

• a linear increase in performance rating indicates a lin-
ear increase in performance.
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Figure 1. Diagram of how the nodes of the
cluster are connected to the central server
which is connected to the shared-memory
high performance computer (SMHPC).

The basic performance rating is given by:

Pr =
1
t
, (3)

where:
t = time (in minutes) to compute a test

simulation.
However, performing a full test simulation can take a

considerable amount of time. Instead, we only perform the
computations on a certain subset of the final output pixels.
We select our pixels by using a multi-stage N-rooks sam-
pling method [13]. Our experiments indicate that selecting
10000 pixels for the sample yields results with less than 5%
variance. Also, this number of pixels can be simulated in a
matter of seconds on most PCs.

Efficiency is compared using this performance rating,
rather than the number of the processors. This allows us to
evaluate the performance of the cluster in an abstract man-
ner and allows us to compare its performance to that of the
SMHPC. We can also sum the individual performance rat-
ings of the nodes to describe the computational power of all
the nodes combined.

We use the traditional representation of speed-up, which
is:

Sp =
Ts

Tp
, (4)



where:
Ts = running time for fastest sequential

algorithm on any one node,
Tp = running time for parallel algorithm.

The efficiency, however, must account for the difference in
performance rating of one node versus the sum of all the
nodes and is represented as:

Ep =
Sp ∗ Pr

Prc
, (5)

where:
Pr = performance rating of the node

running sequential algorithm,
Prc = sum of performance rating of all

nodes.

5. Results and Discussion

The SMHPC used in our simulations was an SGI Ori-
gin 3200 series computer with 8 MIPS R14000 processors.
Each processor has a dedicated 1Gb of memory. Our cluster
was made up of 3 dual processor Xeon PCs ranging from
2.4 to 2.6 GHz, two dual Opteron PCs and several Pen-
tium III and Pentium IV PCs ranging from 800 MHz to 3.06
GHz. The HPC was running Irix 6.5, and most of the cluster
nodes were running Windows XP with a few running vari-
ous Linux distributions.

We performed two sets of simulations for one frame of
data involving different numbers of samples: 128 and 4096.
Figure 2 shows the speed-up gain as more nodes are added.
Figure 3 shows how the efficiency of the system changes as
more nodes are added. By examining the graph we notice
that our parallel strategy works best when a larger number
of samples is used. In fact, further experiments have shown
that the speed-up of our parallel algorithm increases almost
linearly as many new nodes are added as long as the number
of samples is also increased. The reason for this is that, as
the number of samples is increased, each node spends more
time in computation relative to communication.

One of the goals during our research was the visual simu-
lation of skin conditions, such as erythema, which is caused
by increased blood presence in dermal tissues, triggered by
some chemical, mechanical, electrical, thermal or luminous
stimulation. As anyone who has experienced a severe sun-
burn or the first stages of frostbite is aware, this can cause
skin to redden significantly. We wished to generate an ani-
mation several seconds long demonstrating the appearance
of erythema in the skin surrounding a human ear (Figure 4).
The use of the hybrid approach presented in this paper was
crucial to our ability to generate these animations in a rea-
sonable amount of time (approximately 8.5 hours for 120
frames with 4096 samples).
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Figure 2. Comparison of speed-ups for two
sets of experiments involving 128 and 4096
samples.
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Figure 3. Comparison of efficiency for two
sets of experiments involving 128 and 4096
samples.

6. Conclusion and Future Work

In this paper we have presented a parallel strategy com-
bining a SMHPC and a heterogeneous cluster for the pur-
pose of simulating light interaction with human skin. Our
results show significant speed-up gains over a sequential al-
gorithm. They also show that our parallel strategy performs
better as the number of samples is increased.

The parallelization technique presented in this paper can
be applied to the simulation of light interaction with other
organic materials using similar simulation algorithms. Plant
tissues (leaf and stem), muscle tissue, blood, hair, fur and
ocular tissues are an example of the organic materials that



Figure 4. Frames of an animation showing the
onset of erythema in the skin of a human ear
as the head rotates.

can be simulated with applications in areas such as remote
sensing, computer graphics and biomedicine.

Future efforts will involve the use of asynchronous com-
munication, so that nodes can continue the simulation of
another set of data while previously computed results are
transmitted back to the server. We believe this will allow the
entire system to be scaled more efficiently. In addition, we
would like to explore the decomposition of data sets such
that larger amounts of data can be efficiently processed by
the SMHPC while smaller ones are processed in parallel by
a cluster.

We would also like to create a repository to save the va-
riety of generated data. This would allow future researchers
access to comparison data for further experiments of this
kind.
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Appendix: Pseudocode

In this appendix, we present broad pseudo code for the
three components of our system.

The first component is the central server. The central
server always waits for a connection. When a client con-
nects, it performs the following operations:

Do handshaking1

Get any completed blocks
If no more blocks
Write completed image to disk
Exit5

End If
Ask client how many blocks it wants
Send blocks to client
Disconnect

The second component is the client running on the nodes
of our cluster. The client, when launched, performs the fol-
lowing operations:

While TRUE1

Connect to server
Do handshaking
If we have a processed block



Send processed block to server5

End If
Ask for a block of pixels
If no more blocks
Exit

End If10

Disconnect
Process block

End While

Finally, the third component is the client running on the
SMHPC, and it performs the following operations:

While TRUE1

If rank == 0
Connect to server
Do handshaking
If we have a processed block5

Send processed block to server
End If
Ask for a block of pixels
If no more blocks
MPI Send exit code10

Exit
End If
Disconnect

Else
MPI Recv status15

If status is no more blocks
MPI Finalize
Exit

End If
End If20

MPI Barrier
Process of rank i performs (S/p) simulations
If rank == 0
MPI Receive all completed blocks
Combine completed samples25

Optimize completed block
Else
MPI Send completed block

End If
End While30


